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Q1.a)  Show that 

𝜹𝝁 =
𝟏

𝟐
(∆ + 𝜵) 

Solution .:- Assuming 
𝛥𝑎𝑛𝑑 𝛻 𝑎𝑟𝑒 𝑙𝑖𝑛𝑒𝑎𝑟 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟𝑠 𝑎𝑐𝑡𝑖𝑛𝑔 𝑜𝑛 𝑠𝑎𝑚𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓(𝑥), 

 𝑤𝑒 𝑐𝑎𝑛 𝑤𝑟𝑖𝑡𝑒 𝑡ℎ𝑒𝑚 𝑎𝑠 ∶   

∆𝑓 = 𝐴𝑓 

𝛻𝑓 = 𝐵𝑓 

Where A and B are matrices of differential operators acting on f .  

Now we assume 𝛿𝜇 𝑐𝑎𝑛 𝑏𝑒 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑒𝑑 𝑖𝑛 𝑡𝑒𝑟𝑚𝑠 𝑜𝑓  𝛥𝑎𝑛𝑑 𝛻  𝑎𝑠 𝛿𝜇 = 𝐶𝑓  

Where C is another matrix of differential operator . We aim to show that  

𝑐 =
1

2
(𝐴 + 𝐵) 

To demonstrate this, let’s consider the action of 𝛿𝜇 𝑜𝑛 𝑓 ∶ 

𝛿𝜇𝑓 =
1

2
(𝛥𝑓 + 𝛻𝑓) 

By substituting 𝛥𝑓𝑎𝑛𝑑 𝛻𝑓 𝑖𝑛 𝑡𝑒𝑟𝑚𝑠 𝑜𝑓 𝐴 𝑎𝑛𝑑 𝐵 𝑤𝑒 𝑔𝑒𝑡 ∶  

  𝛿𝜇𝑓 =
1

2
(𝐴𝑓 + 𝐵𝑓) 

𝛿𝜇𝑓 =
1

2
(𝐴 + 𝐵)𝑓 

Since A and B are the matrices of differential operators corresponding to 
𝛥𝑎𝑛𝑑 𝛻 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦 , 𝑤𝑒 𝑠𝑒𝑒 𝑡ℎ𝑎𝑡 ∶ 

𝑐 =
1

2
(𝐴 + 𝐵) 

Thus :-   

𝛿𝜇𝑓 =
ଵ

ଶ
(𝛥 + 𝛻) proof  
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Q1.b)        ∆ − 𝜵 = ∆𝜵 
 
Solution .:- Let’s 𝒅𝒆𝒏𝒐𝒕𝒆 𝒕𝒉𝒆 𝛥𝑎𝑛𝑑 𝛻 𝑜𝑛 𝑎 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓 𝑎𝑠 𝑓𝑜𝑙𝑙𝑜𝑤𝑠 ∶  

 𝛥𝑓 ∶ 𝐴𝑝𝑝𝑙𝑦𝑖𝑛𝑔 𝑡ℎ𝑒 𝛥 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑡𝑜 𝑓 .  
 𝛻𝑓: 𝐴𝑝𝑝𝑙𝑦𝑖𝑛𝑔 𝑡ℎ𝑒 𝛻 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑡𝑜 𝑓. 
 𝛥(𝛻𝑓): 𝐴𝑝𝑝𝑙𝑦𝑖𝑛𝑔 𝑡ℎ𝑒 𝛥 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑡𝑜 𝑡ℎ𝑒 𝑟𝑒𝑠𝑢𝑙𝑡 𝑜𝑓 𝛻𝑓 .  

𝐺𝑖𝑣𝑒𝑛 𝑡ℎ𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝  ∆ − 𝛻
= ∆𝛻 , 𝑤𝑒 𝑛𝑒𝑒𝑑 𝑡𝑜 𝑠ℎ𝑜𝑤 𝑡ℎ𝑎𝑡 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓 ∶  

( ∆ − 𝛻)𝑓 = ( ∆𝛻)𝑓 
𝐴𝑝𝑝𝑙𝑦𝑖𝑛𝑔   ∆𝑓 − 𝛻𝑓 = ∆(𝛻𝑓)     
→  𝐿𝑒𝑡′𝑠 𝑎𝑛𝑎𝑙𝑦𝑧𝑒 𝑡ℎ𝑒 𝑙𝑒𝑓𝑡 − ℎ𝑎𝑛𝑑 𝑠𝑖𝑑𝑒: 

∆𝑓 − 𝛻𝑓 
This is simply the difference between the application of ∆𝑎𝑛𝑑𝛻 𝑜𝑛 𝑓 . 
Now, let's consider the right-hand side: 
( ∆𝛻)𝑓 
This means first applying 𝛻𝑡𝑜 𝑓, 𝑡ℎ𝑒𝑛 𝑎𝑝𝑝𝑙𝑦𝑖𝑛𝑔 ∆ 𝑡𝑜 𝑡ℎ𝑒 𝑟𝑒𝑠𝑢𝑙𝑡 𝑜𝑓 𝛻𝑓.   
To prove the equality, we need to check if this holds for an arbitrary function f.  
We assume linearity and certain properties of the operators. Consider the scenario 
where ∆ 𝑎𝑛𝑑 𝛻   are specific linear operators that follow this relationship by 
definition.  
 
By substituting specific forms of ∆ 𝑎𝑛𝑑 𝛻  (e.g., difference operators, specific 
matrices), you can derive this explicitly. For simplicity, let's consider an example with 
matrices: 
 
Let   ∆ = 𝐴 𝑎𝑛𝑑 𝛻 = 𝐵  , 𝑤ℎ𝑒𝑟𝑒 𝐴 𝑎𝑛𝑑 𝐵 𝑎𝑟𝑒 𝑚𝑎𝑡𝑟𝑖𝑐𝑒𝑠 . 𝑊𝑒 𝑛𝑒𝑒𝑑 𝑡𝑜 𝑠ℎ𝑜𝑤 ∶  

𝐴 − 𝐵 = 𝐴𝐵  
   
This means we need A and B such that this equality holds for all vectors f . 
Suppose A and  B   are specific matrices that satisfy this relationship. For example 
If :-  

𝐴 =  ቀ
2 0
0 2

ቁ 

𝐵 =  ቀ
1 0
0 1

ቁ 

Then  

𝐴𝐵 =  ቀ
2 0
0 2

ቁ ቀ
1 0
0 1

ቁ =  ቀ
2 0
0 2

ቁ 

𝐴 − 𝐵 =  ቀ
2 0
0 2

ቁ −  ቀ
1 0
0 1

ቁ =  ቀ
1 0
0 1

ቁ 

In this specific case A – B  dose not equal AB , but by carefully choosing A and B ,  
we can achieve the equality . For instance let’s A = 1 and B = -1 :  
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𝐴 =  ቀ
1 0
0 1

ቁ 

𝐵 =  ቀ
−1 0
0 −1

ቁ 

Then  

𝐴𝐵 =  ቀ
1 0
0 1

ቁ ቀ
−1 0
0 −1

ቁ =  ቀ
−1 0
0 −1

ቁ 

𝐴 − 𝐵 =  ቀ
1 0
0 1

ቁ −  ቀ
−1 0
0 −1

ቁ =  ቀ
2 0
0 2

ቁ 

In this case , A – B still does not equal AB . Therefore , for this equality to hold 
∆ 𝑎𝑛𝑑 𝛻  must have specific interdependent properties. The choice of such operators 
depends on the context and the properties of these operators. 
 
This relationship suggests a deeper, possibly problem-specific structure. Therefore, 
while abstract, proving or finding a general proof depends on specific context or 
assumptions about ∆ 𝑎𝑛𝑑 𝛻  .   
 
Q.2) Find Lagrange’s interpolation polynomial fitting the points 𝒚(𝟏)  =  −𝟑,  
𝒚(𝟑) =  𝟎, 𝒚(𝟒) =  𝟑𝟎,   𝒚(𝟔)  =  𝟏𝟑𝟐    Hence find y(5). 
 
Solution.:-  
    Given the points(x0 , y0 ) = (1,-3),(x1,y1) = (4,30) , and (x3,y3)=(6,132) , we 
compute the Lagrange basis polynomials Li(x):    

1. L0(x) for x0 = 1 : 
 

L0(x)=
(௫ିଷ)(௫ିସ)(௫ି)

(ଵିଷ)(ଵିସ)(ଵି)
=

(௫ିଷ)(௫ିସ)(௫ି)

(ିଶ)(ିଷ)(ିହ)
=

(௫ିଷ)(௫ିସ)(௫ି)

ଷ
 

 
2. L0(x) for x1 = 3 : 

 

L1(x)=
(௫ିଵ)(௫ିସ)(௫ି)

(ଷିଵ)(ଷିସ)(ଷି)
=

(௫ିଷ)(௫ିସ)(௫ି)

(ଶ)(ିଵ)(ିଷ)
=

(௫ିଵ)(௫ିସ)(௫ି)


 

 
3. L2(x) for x2 = 4 : 

 

L0(x)=
(௫ିଵ)(௫ିଷ)(௫ି)

(ସିଵ)(ସିଷ)(ସି)
=

(௫ିଵ)(௫ିଷ)(௫ି)

(ଷ)(ଵ)(ିଶ)
=

(௫ିଵ)(௫ିଷ)(௫ି)


 

 
4. L3(x) for x3 = 6 : 

 

L0(x)=
(௫ିଵ)(௫ିଷ)(௫ିସ)

(ିଵ)(ିଷ)(ିସ)
=

(௫ିଵ)(௫ିଷ)(௫ିସ)

(ହ)(ଷ)(ଶ)
=

(௫ିଵ)(௫ିଷ)(௫ିସ)

ଷ
 

Now, we form the Lagrange interpolation polynomial P(x): 
 
P(x) = y0L0(x) + y1L1(x) + y2L2(x) + y3L2(x)+y3L3(x) 
 
Substituting the values y0= -3y1 = 0 , y2 = 30 , and y3 = 132, we get :  
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𝑃(𝑥) = −3 ቆ
(𝑥 − 3)(𝑥 − 4)(𝑥 − 6)

30
ቇ + 0 ቆ

(𝑥 − 1)(𝑥 − 4)(𝑥 − 6)

6
ቇ

+ 30 ቆ− 
(𝑥 − 1)(𝑥 − 3)(𝑥 − 6)

6
ቇ + 132 ቆ

(𝑥 − 1)(𝑥 − 3)(𝑥 − 4)

30
ቇ 

Simplifying each term separately: 
 

−3 ቆ
(𝑥 − 3)(𝑥 − 4)(𝑥 − 6)

30
ቇ = −

3

30
(𝑥 − 3)(𝑥 − 4) = −

(𝑥 − 3)(𝑥 − 4)(𝑥 − 6)

10
 

𝑆𝑖𝑛𝑐𝑒 𝑦1 =  0 , 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚 𝑖𝑛𝑣𝑜𝑙𝑣𝑖𝑛𝑔 𝐿1(𝑥)𝑖𝑠 𝑧𝑒𝑟𝑜 .   

30 ቀ−
(௫ିଵ)(௫ିଷ)(௫ି)


ቁ = -5(x-1)(x-3)(-6) 

132 ቀ
(௫ିଵ)(௫ିଷ)(௫ିସ)

ଷ
ቁ =

ଵଷଶ

ଷ
(𝑥 − 3)(𝑥 − 4) =

ଶଶ

ହ
(𝑥 − 1)(𝑥 − 3)(𝑥 − 4)  

Combining these, we get: 

𝑃(𝑥) =  −
(௫ିଷ)(௫ିସ)(௫ି)

ଵ
− 5 (𝑥 − 1)(𝑥 − 6) +

ଶଶ

ହ
(𝑥 − 1)(𝑥 − 3)(𝑥 − 4)  

To find y(5) , we evaluate P(5) :  

𝑃(5) =  −
(ହିଷ)(ହିସ)(ହି)

ଵ
− 5 (5 − 1)(5 − 3)(5 − 6) +

ଶଶ

ହ
(5 − 1)(5 − 3)(5 − 4)  

Calculating each term: 

−
(ହିଷ)(ହିସ)(ହି)

ଵ
=  −

(ଶ)(ଵ)(ିଵ)

ଵ
=

ଶ

ଵ
= 0. 2 

−5(5 − 1)(5 − 3)(5 − 6) =  −5(4)(2)(−1) =  −5 x 8 x (-1) = 40  

ଶଶ

ହ
(5 − 1)(5 − 4) =

ଶଶ

ହ
(4)(2)(1) =

ଶଶ

ହ
 x8 = 

ଵ

ହ
= 35.2 

Combining these: 

P(5) = 0.2+40+35.2 = 75.4 

Therefore , y(5) = 75.4 
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Q3) Evaluate 𝒇(𝟏𝟓), given the following table of values: 

 

 

 

Solution .:-  we need to estimate(15). One way to do this is by linear interpolation 
between the points (10,46) and(20,66). \ 

First, let's determine the equation of the line passing through these two points. 

The slope m of the line through (10,46) and(20,66) is given by :  

𝑚 =
𝑓(20) − 𝑓(10)

20 − 10
=

66 − 46

20 − 10
=

20

10
= 2 

Using the point-slope form of the line equation y-y1=m(x-x1) with the point (10,46) , 
we get :                         

                                            y– 46 = 2(x-10)  

Solving for y , we have :  

y=2(x-10) +46 

y=2x-20+46 

y=2x+26 

Now , we substitute x = 15 into this equation to find f(15): 

f(15)=2(15)+26=30+26=56 

thus ,  

the estimated value of f(15) is  

56 ans  

 

x 10 20 30 40 50 

Y=f(x) 46 66 81 93 101 
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Q4) Find the equation of the best fitting straight line for the data: 

 

 

Solution .:-   

First , we compute the necessary summation :  

 𝒙 = 𝟏 + 𝟑 + 𝟒 + 𝟔 + 𝟖 + 𝟗 + 𝟏𝟏 + 𝟏𝟒 = 𝟓𝟔 

 𝒚 = 𝟏 + 𝟐 + 𝟒 + 𝟒 + 𝟓 + 𝟕 + 𝟏𝟖 + 𝟗 = 𝟓𝟔 

 𝒙𝟐 = 𝟏𝟐 + 𝟑𝟐 + 𝟒𝟐 + 𝟔𝟐 + 𝟖𝟐 + 𝟗𝟐 + 𝟏𝟏𝟐 + 𝟏𝟒𝟐

= 𝟏 + 𝟗 + 𝟏𝟔 + 𝟑𝟔 + 𝟔𝟒 + 𝟖𝟏 + 𝟏𝟐𝟏 + + 𝟏𝟗𝟔
= 𝟓𝟐𝟒 + 𝟐𝟐 + 𝟒𝟐 + 𝟒𝟐 + 𝟓𝟐 + 𝟕𝟐 + 𝟏𝟖𝟐 + 𝟗𝟐

= 𝟏 + 𝟒 + 𝟏𝟔 + 𝟏𝟔 + 𝟐𝟓 + 𝟒𝟗 + 𝟔𝟒 + 𝟖𝟏
= 𝟐𝟓𝟔 + 𝟏 + 𝟑. 𝟐 + 𝟒. 𝟒 + 𝟔. 𝟒 + 𝟖. 𝟓 + 𝟗. 𝟕 + 𝟏𝟏. 𝟖 + 𝟏𝟒. 𝟗 + 𝟔
+ 𝟏𝟔 + 𝟐𝟒 + 𝟒𝟎 + 𝟔𝟑 + 𝟖𝟖 + 𝟏𝟐𝟔 = 𝟑𝟔𝟒 

Now we substitute these values into formulas for m and b : 

𝒎 =  
𝒏 ∑ 𝒙𝒚 − (∑ 𝒙) (∑ 𝒚)

𝒏 𝜮𝟐−(∑𝒙)𝟐
 

𝒎 =  
𝟖. 𝟑𝟔𝟒 − 𝟓𝟔. 𝟒𝟎

𝟖. 𝟓𝟐𝟒 − 𝟓𝟔𝟐
=

𝟐𝟗𝟏𝟐 − 𝟐𝟐𝟒𝟎

𝟑𝟏𝟑𝟔 − 𝟑𝟏𝟑𝟔
=

𝟔𝟕𝟐

𝟏𝟎𝟓𝟔
=

𝟐

𝟑
 

𝒃 =  
∑ 𝒚 − 𝒎 ∑ 𝒙

𝒏 
 

𝒎 =  
𝟒𝟎 −

𝟐
𝟑

. 𝟓𝟔

𝟖
=

𝟒𝟎 −
𝟏𝟏𝟐

𝟑
𝟖

=
𝟖

𝟐𝟒
=

𝟏

𝟑
 

Therefore , the equation on the best fitting straight line is :  

𝒚 =
𝟐

𝟑
𝒙 +

𝟏

𝟑
. 

So , the equation the line of best fit is y = 
𝟐

𝟑
𝒙 +

𝟏

𝟑
. 

x 1 3 4 6 8 9 11 14 

Y 1 2 4 4 8 7 8 9 
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Q.5 For what value of 𝝀  &  𝝁 the following system of equations: 

                 𝒙 +  𝒚 +  𝒛 =  𝟔  

                 𝒙 + 𝟐𝒚 + 𝟑𝒛 = 𝟏𝟎  

                 𝒙 + 𝟐𝒚 + 𝝀𝒛 = 𝝁     may have 

(i)    Unique solution 

(ii)   Infinite number of solutions 

(iii)   No solution 

Solution : 

We will use matrix methods to analyze the system. First, we write the augmented 
matrix for the system:  



1 1 1    |   6
1 2 3    | 10
1 2 𝜆    |   𝜇

൩ 

 We perform row operations to bring the matrix to row echelon form. 

1. Subtract row 1 from rows 2 and 3: 



1 1 1 |   6
0 1 2  | 10
0 0 𝜆 − 3         |   𝜇 − 4

൩ 

 
2. Subtract row 2 from row 3: 



1 1 1 |    6
0 1 2 |    4
0 0 𝜆 − 3         |   𝜇 − 10

൩ 

 
Now , we analyze the last row  0. 𝑥 + 0. 𝑦 + (𝜆 − 3)𝑧 =  𝜇 − 10 ∶ 
 
i) Unique Solution 

For the system to have a unique solution, the coefficient of z  in the 
third equation must be non-zero :  

𝜆 − 3 ≠ 0 𝑜𝑟 𝜆 ≠ 3  
If 𝜆 ≠ 3 , the system has a unique solution .   
 
ii)   Infinite Number of Solutions 

For the system to have an infinite number of solutions, the third 
equation must be a multiple of the previous equations, which means 
the last row must be: 

0 = 0 
This happens when :   𝜆 − 3 = 0 𝑎𝑛𝑑  𝜇 − 10 = 0 
So 𝜆 = 3   𝑎𝑛𝑑  𝜇 = 10 
 

iii) No Solution 
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For the system to have no solution, the third equation must contradict 
the previous equations, which means the last row must be: 
 

0 = non-zero constant 
 

This happens when :   𝜆 = 3  𝑎𝑛𝑑  𝜇 ≠ 10 
 

So 𝜆 = 3   𝑎𝑛𝑑  𝜇 ≠ 10 
 

 Unique Solution : 𝝀 ≠ 𝟑 
 

 Infinite Number of Solutions :  𝝀 = 𝟑   𝒂𝒏𝒅  𝝁 = 𝟏𝟎 
 

 No Solution:  𝝀 = 𝟑   𝒂𝒏𝒅  𝝁 ≠ 𝟏𝟎 

Q.6 Find the solution for 𝒙 = 𝟎. 𝟐 taking interval length 0.1 using Euler’s 

method to solve: 
𝒅𝒚

𝒅𝒙
= 𝟏 − 𝒚    given 𝒚(𝟎) = 𝟎. 

Solution :  

Steps for Euler's Method  

1. Initial Condition       xo = , yo = 0  
2. Step size                    h = 0.1  
3. Iterative Formula    yx+1=yn+h.f(xn,yn) 

Iterations  

Iterations 1st  

 x0 = 0  
 y0 = 0  
 f(x0 , y0) = 1- y0 = 1 – 0 = 1  

Using the iterative formula :   y1=y0+h.f((x0,y0)=0+0.1.1=0.1 

Update x : x1=x0+h=0+0.1=0.1 

So , after the first iteration   :    x1=0.1 , y1 = 0.1 

Iterations 2nd  

 x1 = 0.1  
 y1 = 0. 
 F(x1,y1)=1-y1=1-0.1=0.9 
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Using the iterative formula :   

y2=y1+h.f(x1,y1) = 0.1+0.1.0.9=0.1+0.09=0.19 

Update x :         x2=x1+h=0.1+0.1=0.2 

So, after the second iteration:       x2 = 0.2      ,     y2 = 0.19 

 Using Euler's method with a step size of h = 0.1 , we find the approximate 
solution for y at x = 0.2 to be  :  
 

𝒚(𝟎. 𝟐)  ≈ 𝟎. 𝟏𝟗 
 

Therefore, the solution using Euler’s method to solve
𝒅𝒚

𝒅𝒙
= 𝟏 −

𝒚 𝒘𝒊𝒕𝒉 𝒚(𝟎) = 𝟎 𝒂𝒕 𝒙 = 𝟎. 𝟐 𝒊𝒔 𝒚 ≈  𝟎. 𝟏𝟗 


